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Abstract

Background: Digital signal processing algorithms tend to alter temporal cues in the speech signal and yet individuals with hearing impairment rely strongly on these cues for speech perception. Hence, there is a need to assess the effect of these algorithms on temporal cues and speech perception. The present study aimed to quantify, in a wide dynamic range compression hearing aid, the individual and combined effects of digital noise reduction and directional algorithms on temporal cues, syllable recognition, and sentence recognition. Temporal cues were quantified by the envelope difference index (EDI).

Material and methods: The study included 20 individuals (in the age range of 21 to 44 years) with mild to moderate sensorineural hearing loss. Sentence recognition, syllable recognition, and EDI were obtained at different levels in four different aided conditions – digital noise reduction algorithm only, directionality only, both digital noise reduction and directionality on, and both algorithms off. Sentences were presented in noise at +5 dB signal-to-noise ratio from 180° azimuth.

Results: Compared to independent activation of the algorithms, the combined algorithms significantly improved speech recognition scores at all presentation levels. The temporal changes induced by the algorithms were only mild, even though EDI was the highest when all the algorithms and the directional microphone were activated.

Conclusions: The noise reduction algorithms and compression induce temporal changes; however speech recognition improved when the algorithms were activated, presumably due to countervailing psychophysical factors.
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Streszczenie

Wprowadzenie: Algorytmy cyfrowego przetwarzania sygnału mogą zmieniać struktury czasowe w sygnale mowy, przy czym osoby z niedosłuchem w znacznym stopniu polegają na tych strukturach w percepcji mowy. Stąd wynika potrzeba oceny wpływu tych algorytmów na struktury czasowe i percepcję mowy. Celem obecnego badania było oszacowanie – dla aparatu słuchowego z kompresją szerokiego zakresu dynamicznego i kierunkowości odbiornikowej – wpływu algorytmów cyfrowej redukcji szumów i kierunkowości na struktury czasowe, rozpoznawanie sylab i zdań. Wskaźniki czasowe były szacowane na podstawie wskaźnika różnica obwiedni (ang. envelope difference index, EDI).

Materiał i metody: W badaniu uczestniczyło 20 osób (w wieku od 21 do 44 lat) z lekkim do umiarkowanego niedosłuchem odbiornikowym. Uzyskano wyniki rozpoznawania zdań, rozpoznawania sylab oraz EDI dla różnych poziomów w czterech różnych sytuacjach współzależności słyszenia: tylko algorytm cyfrowej redukcji szumów, tylko kierunkowość, zarówno redukcja szumów, jak i kierunkowość, obydwa algorytmy wyłączone. Zdania były prezentowane w sumie przy stosunku sygnału do szumu +5 dB z azymutu 180°.

 Wyniki: Połączone algorytmy – w porównaniu do niezależnego włączenia algorytmów – w znacznym stopniu poprawiły wyniki rozpoznawania mowy na wszystkich poziomach prezentacji. Zmiany struktury czasowej wywołane przez algorytmy były niewielkie, chociaż wskaźnik EDI był najwyższy, kiedy były włączone wszystkie algorytmy i mikrofon kierunkowy.

Winie: Algorytmy redukcji szumów i kompresji wywołują zmiany struktury czasowej, jednak rozpoznawanie mowy poprawiło się przy włączonych algorybach, przypuszczalnie w związku z wypracowanymi czynnikami psychofizycznymi.

Ślowa kluczowe: wskaźnik różnicy obwiedni • rozpoznawanie zdań • obwiednia czasowa • kierunkowość • DNR
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WPŁYW ALGORYTMÓW CYFROWEJ REDUKCJI SZUMÓW I KIERUNKOWOŚCI W APARATACH SŁUCHOWYCH NA ZNIEKSZTAŁCENIE OBWIEDNI CZASOWEJ I ROZPOZNAWANIE MOWY
Background

Difficulty in speech recognition is a common problem in individuals with hearing impairment. Sensorineural hearing impairment affects speech recognition more in noise than in quiet [1]. In the natural environment, when noise accompanies speech it alters the envelope of the speech signal. Along with natural changes in the speech envelope due to noise, digital signal processing algorithms in hearing aids tend to further alter the characteristics of speech. Commonly used algorithms are wide dynamic range compression (WDRC), directionality, and digital noise reduction (DNR) [2]. Compared to linear amplification, WDRC alters the temporal envelope of speech [3,4]. It has also been reported that when DNR is used to improve comfort in the presence of noise it alters the temporal envelope of the incoming speech signal [5].

Temporal envelope effects on speech recognition

Several studies have examined the effects of the temporal envelope on speech recognition. Reports have shown that changes in the signal envelope result in poorer perception [6–9]. Tachibana and colleagues [10] reported that the contribution of temporal envelope cues was more important than spectral cues in some speech recognition tasks. The contribution of temporal envelope cues on speech recognition increased with an increase in the linguistic structure of the material. Li and colleagues [11] assessed the contribution of temporal and spectral envelope cues on consonant and vowel recognition and compared individuals with normal hearing sensitivity to those with hearing impairment. Their results revealed that the role of the temporal envelope is greater for recognition of consonants while spectral cues contribute more to recognition of vowels.

However, individuals with hearing impairment are assumed to rely more on the temporal envelope of the speech signal as they have broadened auditory filters, resulting in poor spectral resolution. Hence, in the present study the temporal envelope and its effect on speech recognition was measured in individuals with hearing impairment. In most of the above studies the temporal envelope was quantified using the envelope difference index (EDI), which is an objective way of computing the difference in the temporal envelope of two signals, and hence, this index was also used here.

Envelope Difference Index

The EDI was originally developed by Fortune and colleagues [12]. EDI ranges from 0 to 1 and quantifies the changes in the envelope of a processed stimulus compared to the unprocessed stimulus. A value of 0 means identical envelopes while 1 indicates completely different envelopes. The present study also used EDI to quantify the temporal changes since there is substantial evidence that EDI correlates well with speech recognition [4,13,14]. However, most of the studies on EDI have been carried out to evaluate the effect of compression on the temporal envelope. Jenstad and Souza [13,14] reported that an increase in EDI resulted in a decrease in speech recognition scores (SRSs) for release times of 12, 100, and 800 ms in a WDRC hearing aid at 3:1 compression ratio. Souza et al. [4] studied the effect of compression using combinations of compression ratios (1:1, 2:1, 4:1, 12:1) and release times (12 and 800 ms) on the processing of vowel–consonant–vowel (VCV) stimuli. The higher the value of EDI, the greater was the voicing error and manner error for plosives and fricatives. In the case of fricatives, compression resulted in distortion of the speech signal. The above-mentioned studies have mostly focused on WDRC, but not other algorithms such as DNR and directionality.

DNR and directionality algorithms also tend to alter the temporal cues in a speech signal. Noise reduction strategies focus on envelope differences between the speech and noise across different frequency bands. Most hearing aids use modulation detectors to gauge the modulation depth of the signal and to reduce gain in the channels where the modulation depth is smaller [15]. This process of cutting down noise is supposed to deepen the temporal modulation of the signal [16] helping individuals with hearing impairment who tend to rely more on temporal cues.

Further, in real-world applications, many digital signal processing (DSP) algorithms may work simultaneously, depending on the environment; however, most of the above studies have assessed the independent effects of the DSP algorithms. Nevertheless, Walden et al. [17] have assessed the speech recognition benefits of these algorithms in elderly hearing aid users both in isolation and when combined. They found that directionality did improve speech recognition compared to the omnidirectional mode. However, DNR did not add any significant benefit. Nordrum et al. [18] also evaluated directionality and DNR algorithms in adult listeners with a hearing aid and found similar results.

A study by Geetha and Manjula [19] has quantified the acoustic changes induced by compression, DNR, and directionality – in isolation and in combination – using EDI and measured the quality ratings. The authors recorded the output of the hearing aid in a 2 cc coupler and processed it to obtain an EDI. They also obtained quality ratings from normal hearing individuals based on the recorded outputs. They found that the temporal changes observed in the output of the hearing aid did not depend on the number of algorithms activated. The results of the quality analysis revealed no significant difference in clarity rating across the aided conditions. However, there was only a single measure of EDI in the 2cc coupler, and so a statistical correlation could not be obtained between the EDI and the quality rating. Furthermore, the study included individuals with normal hearing sensitivity and hence generalization of the results is questionable. In addition, the study did not include any perceptual measures. Vinodhini [20] studied the combined effect of WDRC, DNR, and directionality and reported a moderate-level positive correlation between EDI and speech perception for sentences. The effects of noise reduction strategies were not measured independently.

Hence, in the present study an attempt is made to answer the following research questions: 1. Does the temporal envelope (as quantified by EDI) and perceptual scores change with activation of DNR and directionality algorithms alone
and together? 2. Does the EDI correlate with the perceptual scores under these conditions?

Effect of different linguistic structures

It is known that a hearing aid’s behavior for sentences can be different from that of syllables. Most studies on EDI have used syllables and have found a good correlation between EDI and speech recognition. However, contrary to previous studies, Vinodhini [20] found no correlation between EDI and aided sentence recognition. This implies that the temporal envelope is the most important cue for syllables, but for sentence recognition redundancy cues also play a significant role [4]. Nevertheless, Jenstad and Souza [14] reported that the EDI obtained for syllables and sentences are comparable for similar hearing aid compression conditions. Jenstad and Souza [15] found a relationship between an increased EDI and a reduction in sentence recognition rate in quiet. Similar effects in noise were reported by Walaszek [21].

The effect of the length of the stimuli (syllables vs. sentences) on EDI is unclear, and hence in the present study two kinds of target stimuli – sentences and VCV stimuli – were included. For VCV stimuli, consonants combined with the vowel /i/ in the initial and final positions were used. A second main aim was to gauge the importance of the type of stimulus (its length) to assess the role of temporal envelope distortion on the perception of different type of stimuli in adult individuals with hearing impairment.

Material and methods

Participants

The present study included a total of 20 individuals (12 right ears and 8 left ears; 7 females, 13 males) who had a mild to moderate degree of sensorineural postlingual hearing loss. The configuration was considered flat if the threshold difference between two adjacent octave frequencies was not more than 10 dB HL in the frequency range 0.25 to 8 kHz [22]. All the participants had a flat or gradual slope hearing loss. The participants’ ages ranged from 21 to 44 years (mean = 36.8; SD = 6.8). The speech perception ability of each participant was assessed by obtaining word recognition scores. The unaided word recognition scores in each ear were not less than 70% for all the cases. All the participants had ‘A’ or ‘As’ type tympanograms and had acoustic reflexes. All had no prior hearing aid experience and were native speakers of the Kannada language [24]. These consonants were paired with low short central vowel /i/ in the initial and final position. Vowel /i/ was used as it has high-frequency energy extending up to 6 kHz and hence contains a longer transition [25]. The consonants were spoken by three female native speakers of Kannada. The recordings were done by placing the microphone 10 cm from the mouth of the speaker [26] and using Adobe Audition version 3.0. The stimuli were digitized using a 32-bit processor with a sampling frequency of 44.1 kHz. In addition, the subjective naturalness of the stimuli was checked: 10 normal-hearing individuals were asked to rate the naturalness on a 3-point rating scale and the speaker rated to have the most natural utterance was selected. Recording was done in a sound-treated room.

Hearing aid fitting

The participants were fitted with a 16-channel hearing aid connected to a personal computer with NOAH-3 software using a Noah link interface. The hearing aid was programmed using NAL-NL1 formula and acclimatization level was set to 2. NAL-NL1 was used as it is the most studied and accepted method for fitting hearing aids and because it was the latest set of NAL equations available in our clinic at the time of the study. The gain was further optimized until all the sounds in the Ling’s six sounds test were identified at normal conversational level. A routine hearing aid evaluation was carried out by obtaining word recognition scores for 25 words at 40 dB HL.

Test conditions

Different aided conditions for which the hearing aid was programmed were: 1) DNR only; 2) directionality only; 3) both DNR and directionality; and 4) both DNR and directionality off. The presentation levels were 55, 65, and 80 dB SPL. In all the aided conditions, WDRC was enabled.

Testing was also done in the unaided condition. Tristate noise reduction and multi-band adaptive directionality were used in the hearing aid. The compression knee point was 50 dB SPL and the compression ratio was 3:1. The compression system used an attack time of 8 ms and release time of 350 ms. The testing was done using vowel–consonant–vowel (VCV) stimuli and sentence recognition scores (SRSs).

VCV recognition and SRS

Recorded sentences developed by Geetha et al. [23] were used to obtain aided recognition scores for sentences and recorded VCV stimuli were used to obtain VCV perceptual scores. The sentence test consisted of 25 equivalent phonemically balanced sentence lists. Each list had 10 sentences and 40 keywords. The VCV stimuli contained 21 consonants (/k/, /g/, /t∫/, /t/, /d/, /ŋ/, /t/, /d/, /n/, /p/, /b/, /m/, /j/, /r/, /l/, /v/, /f/, /s/, /h/, /l/, and /d3/), which frequently occur in the Kannada language [24]. These consonants were paired with low short central vowel /i/ in the initial and final position. Vowel /i/ was used as it has high-frequency energy extending up to 6 kHz and hence contains a longer transition [25]. The consonants were spoken by three female native speakers of Kannada. The recordings were done by placing the microphone 10 cm from the mouth of the speaker [26] and using Adobe Audition version 3.0. The stimuli were digitized using a 32-bit processor with a sampling frequency of 44.1 kHz. In addition, the subjective naturalness of the stimuli was checked: 10 normal-hearing individuals were asked to rate the naturalness on a 3-point rating scale and the speaker rated to have the most natural utterance was selected. Recording was done in a sound-treated room.

Presentation of the stimuli was at 55, 65, and 80 dB SPL (measured at the listening position, before hearing aid processing), and sent through a Lynx aurora signal router to Genelec 8020B loudspeakers (Thomann GmbH, Burgebrach, Germany) mounted on an Iso-Pod vibration isolating stand placed at 0° azimuth, and speech-shaped noise (noise spectrally matched to speech and gated on and off with the stimulus) was presented through a loudspeaker placed at 180° azimuth. A pilot study was carried out with five participants to track the signal-to-noise ratio (SNR) at which 50% scores were obtained, hereafter called SNR-50. An SNR-50 was evaluated on the sentence material. The results showed that a range of +4 to +7 dB SNR was required to obtain an SNR-50. Hence, the experiment was carried out at +5 dB SNR. Listeners were fitted using soft moulds with no venting and were asked to repeat the
words in the sentences. The responses were noted down on a response sheet. The SRS was calculated based on the total number of key words repeated correctly for each list. The maximum number of key words in each list was 40. The same procedure was done in unaided and all aided conditions. The VCV stimuli were presented in quiet at three different input levels using the same set up. The number of correctly repeated VCV stimuli was computed. The entire testing was done in a sound-treated double room.

**Computation of EDI**

The hearing aid was fitted using routine hearing aid fitting protocols (details in ‘hearing aid fitting’ section). The hearing aid programmed for each individual was fitted to a KEMAR head and torso simulator (Knowles Electronics Manikin for Acoustic Research, Model No. 45BB, manufactured by G.R.A.S. Sound and Vibration, mounted with an RA0045 ear simulator and ½-inch microphone) using soft moulds with no venting, and the output was recorded using a sound level meter in all the conditions mentioned in the ‘test conditions’ section. The recorded stimuli were edited using Adobe Audition. The aided recordings were compared to the unaided conditions with EDI software [12] to obtain an EDI score.

The method of EDI developed by Fortune et al. (1994) was adopted to determine the extent to which the hearing aid altered the natural temporal characteristic of the sentence in each experimental condition. The EDI was calculated using a custom script in Matlab (version R2009b, MathWorks, Inc., USA). The envelope of both signals was extracted separately by a full-wave rectification process followed by low-pass filtering at 50 Hz using a 6th-order Butterworth filter. Filtering was done in both forward and backward directions. Both envelopes were scaled to a common reference point by dividing them by the respective mean amplitude of the signal. Then the processed and unprocessed stimuli were cross-correlated and time-aligned before EDI measurement to avoid errors arising from temporal misalignment [27]. The EDI was computed using the Matlab code for each of the experimental conditions using the following equation.

\[
EDI = \frac{\sum_{n=1}^{N} |Env1_n - Env2_n|}{2N}
\]

where Env1 is the envelope of the unprocessed signal (stimuli recorded in the KEMAR stimulus using the same set-up and as used in the recording of the processed stimuli), Env2 is the envelope of signal 2 (stimuli recorded in the KEMAR stimulus with hearing aid on using the same set up and procedure as used in the recording of unprocessed stimuli), and N is the number of samples in each signal.

**Results**

The EDI obtained for sentences and EDI obtained for VCV stimuli were compared across different aided conditions. Correlation analysis was done between EDI and the subjective perceptual scores. The results are presented below.

The EDI obtained for sentences and EDI obtained for VCV stimuli are shown in Figure 1. The EDI for sentences ranged from 0.25 to 0.35. A greater EDI score indicates a greater change in the temporal envelope of the processed signal compared to the unprocessed signal.

A Shapiro–Wilk test of normality was carried out, and the results showed that the EDI data did not follow a normal distribution. Hence, a Friedman test was used to compare EDI across different aided conditions at each presentation level. The result of Friedman’s test showed that the EDI was significantly different across aided conditions at 65 dB SPL (\(\chi^2(3) = 22.061, p < 0.001\)) and at 80 dB SPL (\(\chi^2(3) = 9.091, p < 0.001\)) and was not significantly different at 55 dB SPL. Hence, a pairwise analysis was carried out using the Wilcoxon signed rank test across different aided conditions at 65 and 80 dB SPL.

Results of the Wilcoxon signed rank test comparing different conditions at 65 dB SPL revealed that the ‘Directionality only’ condition resulted in a significantly greater EDI compared to the ‘DNR only’ condition (\(|Z| = –2.933, p < 0.01, r = –0.655\)) and the reverse results were seen at 80 dB SPL – that is, the Directionality condition resulted in a significantly smaller EDI compared to the ‘DNR only’ condition (\(|Z| = –2.580, p < 0.01, r = –0.576\)). At 65 dB SPL, the ‘Both DNR and directionality on’ condition resulted in greater EDI compared to the ‘DNR only’ condition (\(|Z| = –2.765, p < 0.01, r = 0.618\). In addition, the ‘Directionality only’ condition resulted in greater EDI compared to the ‘Both DNR and directionality off’ condition (\(|Z| = –3.175, p < 0.001, r = –0.709\)). In comparison, at 80 dB SPL, the ‘Both DNR and directionality on’ \(|Z| = –2.839, p < 0.001, r = –0.634\)) and ‘Both DNR and directionality off’ condition \(|Z| = 2.724, p < 0.01, r = –0.609\) conditions resulted in greater EDI compared to the ‘Directionality only’ condition.

The EDI obtained for VCV stimuli across the conditions are given in Figure 2. The EDI obtained for 21 VCV stimuli were averaged for each aided condition and computed for analysis. The EDI ranged from 0.140 to 0.220 for VCV stimuli.

**EDI for sentences and VCV stimuli**

The EDI obtained for sentences are shown in Figure 1. The EDI for sentences ranged from 0.25 to 0.35. A greater EDI score indicates a greater change in the temporal envelope of the processed signal compared to the unprocessed signal.

A Shapiro–Wilk test of normality was carried out, and the results showed that the EDI data did not follow a normal distribution. Hence, a Friedman test was used to compare EDI across different aided conditions at each presentation level. The result of Friedman’s test showed that the EDI was significantly different across aided conditions at 65 dB SPL (\(\chi^2(3) = 22.061, p < 0.001\)) and at 80 dB SPL (\(\chi^2(3) = 9.091, p < 0.001\)) and was not significantly different at 55 dB SPL. Hence, a pairwise analysis was carried out using the Wilcoxon signed rank test across different aided conditions at 65 and 80 dB SPL.

Results of the Wilcoxon signed rank test comparing different conditions at 65 dB SPL revealed that the ‘Directionality only’ condition resulted in a significantly greater EDI compared to the ‘DNR only’ condition (\(|Z| = –1.918, p < 0.05, r = –0.428\)) and the reverse results were seen at 80 dB SPL – that is, the Directionality condition resulted in a significantly smaller EDI compared to the ‘DNR only’ condition (\(|Z| = –2.580, p < 0.01, r = –0.576\)). At 65 dB SPL, the ‘Both DNR and directionality on’ condition resulted in greater EDI compared to the ‘DNR only’ condition (\(|Z| = –2.933, p < 0.01, r = –0.655\)) and the reverse results were seen at 80 dB SPL – that is, the Directionality condition resulted in a significantly smaller EDI compared to the ‘DNR only’ condition (\(|Z| = –2.580, p < 0.01, r = –0.576\)). In addition, the ‘Directionality only’ condition resulted in greater EDI compared to the ‘Both DNR and directionality off’ condition (\(|Z| = –3.175, p < 0.001, r = –0.709\)). In comparison, at 80 dB SPL, the ‘Both DNR and directionality on’ \(|Z| = –2.839, p < 0.001, r = –0.634\) and ‘Both DNR and directionality off’ condition \(|Z| = 2.724, p < 0.01, r = –0.609\) conditions resulted in greater EDI compared to the ‘Directionality only’ condition.

The EDI obtained for VCV stimuli across the conditions are given in Figure 2. The EDI obtained for 21 VCV stimuli were averaged for each aided condition and computed for analysis. The EDI ranged from 0.140 to 0.220 for VCV stimuli.
Table 1. Mean, median, and SD of SRS (number of correctly identified key words out of 40) obtained across aided conditions and presentation levels (n = 20)

<table>
<thead>
<tr>
<th>Aided condition</th>
<th>Presentation level (SPL)</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
<th>Mean</th>
<th>Median</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>55 dB</td>
<td>04.55</td>
<td>03.00</td>
<td>5.06</td>
<td>01.15</td>
<td>1.00</td>
<td>1.03</td>
</tr>
<tr>
<td></td>
<td>65 dB</td>
<td>14.50</td>
<td>12.50</td>
<td>5.95</td>
<td>01.90</td>
<td>2.00</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>80 dB</td>
<td>23.00</td>
<td>24.50</td>
<td>5.69</td>
<td>04.75</td>
<td>4.50</td>
<td>2.08</td>
</tr>
<tr>
<td>Unaided</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DNR only</td>
<td>55 dB</td>
<td>15.95</td>
<td>16.50</td>
<td>3.69</td>
<td>04.97</td>
<td>5.00</td>
<td>1.55</td>
</tr>
<tr>
<td></td>
<td>65 dB</td>
<td>32.35</td>
<td>33.00</td>
<td>3.57</td>
<td>11.67</td>
<td>12.00</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td>80 dB</td>
<td>33.90</td>
<td>35.00</td>
<td>3.55</td>
<td>12.25</td>
<td>12.50</td>
<td>2.01</td>
</tr>
<tr>
<td>Directionality only</td>
<td>55 dB</td>
<td>13.40</td>
<td>13.00</td>
<td>3.33</td>
<td>03.07</td>
<td>3.00</td>
<td>1.61</td>
</tr>
<tr>
<td></td>
<td>65 dB</td>
<td>30.40</td>
<td>30.50</td>
<td>2.82</td>
<td>10.90</td>
<td>10.50</td>
<td>1.47</td>
</tr>
<tr>
<td></td>
<td>80 dB</td>
<td>30.80</td>
<td>31.00</td>
<td>1.74</td>
<td>12.12</td>
<td>12.00</td>
<td>1.76</td>
</tr>
<tr>
<td>Both DNR and Directionality on</td>
<td>55 dB</td>
<td>20.40</td>
<td>21.00</td>
<td>3.25</td>
<td>05.65</td>
<td>5.00</td>
<td>2.40</td>
</tr>
<tr>
<td></td>
<td>65 dB</td>
<td>33.10</td>
<td>32.50</td>
<td>2.63</td>
<td>12.02</td>
<td>12.50</td>
<td>2.09</td>
</tr>
<tr>
<td></td>
<td>80 dB</td>
<td>34.50</td>
<td>35.00</td>
<td>2.70</td>
<td>12.17</td>
<td>12.00</td>
<td>1.83</td>
</tr>
<tr>
<td>Both DNR and Directionality off</td>
<td>55 dB</td>
<td>14.95</td>
<td>14.00</td>
<td>2.56</td>
<td>04.22</td>
<td>4.00</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>65 dB</td>
<td>29.30</td>
<td>30.00</td>
<td>3.01</td>
<td>11.10</td>
<td>10.50</td>
<td>2.08</td>
</tr>
<tr>
<td></td>
<td>80 dB</td>
<td>31.00</td>
<td>31.00</td>
<td>1.62</td>
<td>11.10</td>
<td>11.00</td>
<td>2.07</td>
</tr>
</tbody>
</table>

Note: Maximum possible score for SRS = 40; maximum possible score for VCV stimulus = 21; DNR = digital noise reduction algorithm
65 dB SPL ($\chi^2(4) = 47.000$, $p < 0.001$), and 80 dB SPL ($\chi^2(4) = 44.699$, $p < 0.001$) presentation levels were significantly different between the aided conditions. Further analysis was done using a Wilcoxon signed rank test. The results of this are given in Table 3.

Table 2. Results of Wilcoxon signed rank test for comparison of SRS

| Conditions | $|Z|$ | $p$ | Effect size ($r$) |
|------------|-----|-----|-------------------|
| DNR only vs. Directionality only | -3.194 | 0.001** | -0.714 |
| DNR only vs. Both DNR and Directionality on | -3.947 | 0.000*** | -0.882 |
| DNR only vs. Both DNR and Directionality off | -1.370 | 0.171 | - |
| Directionality only vs. Both DNR and Directionality on | -3.948 | 0.000*** | -0.882 |
| Directionality only vs. Both DNR and Directionality off | -2.145 | 0.032* | -0.479 |
| Both DNR and Directionality on vs. Both DNR and Directionality off | -3.943 | 0.000*** | -0.881 |

Note: *$p < 0.05$; **$p < 0.01$; DNR = digital noise reduction algorithm

Table 3. Comparison of VCV stimulus scores obtained across aided conditions using Wilcoxon signed rank test

| Presentation level | Conditions | $|Z|$ | $p$ | Effect size ($r$) |
|--------------------|------------|-----|-----|-------------------|
| 55 dB SPL | DNR only vs. Directionality only | -3.280 | 0.001** | -0.733 |
| DNR only vs. Both DNR and Directionality on | -1.092 | 0.275 | - |
| DNR only vs. Both DNR and Directionality off | -1.761 | 0.078 | - |
| Directionality only vs. Both DNR and Directionality on | -3.100 | 0.002** | -0.693 |
| Directionality only vs. Both DNR and Directionality off | -3.195 | 0.001** | -0.714 |
| Both DNR and Directionality on vs. Both DNR and Directionality off | -1.734 | 0.083 | - |
| 65 dB SPL | DNR only vs. Directionality only | -2.131 | 0.033* | -0.516 |
| DNR only vs. Both DNR and Directionality on | -0.883 | 0.377 | - |
| DNR only vs. Both DNR and Directionality off | -1.454 | 0.146 | - |
| Directionality only vs. Both DNR and Directionality on | -1.730 | 0.084 | - |
| Directionality only vs. Both DNR and Directionality off | -0.339 | 0.734 | - |
| Both DNR and Directionality on vs. Both DNR and Directionality off | -1.763 | 0.078 | - |
| 80 dB SPL | DNR only vs. Directionality only | -0.749 | 0.454 | - |
| DNR only vs. Both DNR and Directionality on | -0.357 | 0.721 | - |
| DNR only vs. Both DNR and Directionality off | -2.099 | 0.036 | - |
| Directionality only vs. Both DNR and Directionality on | -0.546 | 0.585 | - |
| Directionality only vs. Both DNR and Directionality off | -2.346 | 0.019* | -0.524 |
| Both on vs. Both DNR and Directionality off | -2.477 | 0.013* | -0.553 |

Note: *$p < 0.05$; **$p < 0.01$; DNR = digital noise reduction algorithm
The results revealed that recognition scores for VCV stimuli in the ‘Directionality only’ condition were significantly lower compared to the ‘DNR only,’ ‘Both DNR and Directionality on,’ and ‘Both DNR and Directionality off’ conditions at 55 dB SPL. Even at 65 dB SPL, the scores for VCV stimuli were significantly smaller for the ‘Directionality only’ condition compared to the ‘DNR only’ condition. At 80 dB SPL, the ‘Both DNR and Directionality off’ condition resulted in significantly smaller scores for VCV stimuli compared to the ‘Directionality only’ and ‘Both DNR and Directionality on’ conditions. There was no significant difference among any other conditions at any presentation level.

**Correlation between EDI and SRS**

Spearman’s correlation was used to find the association between EDI and SRS and VCV stimuli scores. The results revealed that there was no statistically significant correlation between EDI and SRS ($p > 0.05$) or EDI and VCV stimuli scores ($p > 0.05$) at all the aided conditions and presentation levels.

**Effect of type of stimulus on EDI**

The EDI obtained for sentences and with VCV syllables were compared using a Wilcoxon signed rank test. The results (Table 4) revealed that the scores obtained for sentences were significantly greater than the EDI obtained for VCV syllables in all the conditions. This result indicates that, irrespective of the aided condition, changes in the temporal...
The EDI is significantly greater when the signal is compressed together with directional microphones, which resulted in only a small improvement in speech perception, whereas the addition of DNR reduces this masking effect, so that there is a significant improvement in speech perception scores when both algorithms are activated.

Correlation between SRS and EDI for sentences

There was no significant correlation between SRS and EDI in any of the conditions. Earlier studies linking EDI to speech intelligibility focused mostly on the effects of WDRC in isolation and recognition of VCs, VCVs, and sentences in quiet (across different compression ratios and compression time-constants (e.g. [13,14,31,32]). Generally, it has been shown that as the EDI increases, the recognition rate decreases, so that there is a strong negative correlation [13,31]. Vinodhini [20] studied the combined effect of WDRC, DNR, and directionality and reported a moderate-level positive correlation between EDI and speech perception, which was restricted to the non-linear condition at 55 dB SPL only. The reason for no significant correlation between EDI and SRS could be because of the type of stimuli used and the age of the participants. The sentences have high contextual cues, even in the presence of noise, which might have resulted in higher SRSs even though the EDI was higher (indicating greater temporal distortion). The effect of temporal distortion tends to be higher for older listeners, as listening to sentences in noise
requires higher listening effort and cognitive resources [33]. Adult listeners were the participants in the current study and hence, although the temporal distortions were higher when all the algorithms were activated, higher SRSs were obtained. In addition, directionality improved the signal-to-noise ratio significantly, so that the negative effects of temporal distortion measured by EDI are offset by reductions in the noise level.

Although the EDI effectively quantifies temporal distortion, it might not be a good predictor of sentence recognition. Other factors, some of which were discussed above, tend to outweigh distortion effects. This statement can be supported by the results of earlier studies [13,14,31–33].

Effect of algorithms on EDI for VCV stimuli

As seen with EDI for sentences, EDI for VCV stimuli also exhibited differences at each presentation level. At a low presentation level, there was no significant change in EDI across different conditions, so the reason put forward for no significant change in EDI for sentences could again hold good here. At 65 dB SPL, DNR resulted in higher EDI. That is, DNR alone resulted in increased distortion of the temporal envelope, and the addition of directionality led to a decrease in changes to the temporal envelope. This might be viewed as the ability of directionality algorithms to compensate for changes created by DNR.

Effect of algorithms on VCV perception

At low and mid presentation levels, activation of both directionality and DNR resulted in better VCV recognition than when both were deactivated. ‘DNR only’ also resulted in equivalent VCV recognition scores when compared to the ‘Both on’ condition. At 80 dB SPL, activation of directionality resulted in the best VCV perception, followed by addition of DNR to Directionality.

Another reason could relate to the difference in how the WDRC algorithm functions. At low presentation levels, there will be amplification of the signal, and at high presentation levels there would be compression of the signal. In general, vowels have more energy and consonants less. Hence, Dillon [2] and Souza et al. [4] have reported that the action of WDRC varies within VCV stimuli. Individuals also rely on a level difference between the consonant and vowel to identify a few consonants [22,34], especially those affecting the place of articulation [35–37]. Hence, this could have been a reason for variations in the results.

Correlation of VCV perception and EDI

The scores obtained for VCV perception were correlated with EDI obtained for VCV stimuli. There was no significant correlation observed across any of the conditions, similar to the situation observed for sentences. It has been reported that, in early studies using VCV stimuli, EDI has a good correlation with speech perception [13,14]. Although the type of stimuli used was the same, the variations in the results between the current study and the earlier studies could be due to the type of algorithms activated. In the current study, WDRC was kept constant, and the effects of noise reduction algorithms alone were studied. However, in the earlier studies, the algorithm was restricted to WDRC alone.

In earlier studies, outputs of the hearing aid have been recorded using a 2 cc coupler [19], ear simulator [21], and real ear measurement [20]. The use of real ear measurement was considered a good strategy and was argued to give more realistic outcomes. In the current study, the programmed hearing aid of each individual was fitted on the KEMAR, and the output of the hearing aid was recorded. Hence, the acoustics of the ear canal was included, although this remained constant across the recordings. Hence, this could have been an additional factor that contributed to variations in the results.

Therefore, it is clear that even when the speech segment is audible and other cues like spectral cues and amplitude modulation are available, speech perception might remain unaltered even with variations in the temporal envelope of the signal [39].

Effect of type of stimulus on SRS

The perceptual scores obtained for sentences were significantly greater than the scores obtained for VCV stimuli at all the tested conditions (except at 55 dB SPL for the unaided condition). This could be because the noise reduction algorithm tries to segregate the speech segment from the background noise, and in this attempt some essential parts of speech segments might be filtered out [5,40]. Hence, more parts of speech would have been altered in a longer stimulus than in a shorter one. As the duration of the stimuli increases, the syntactic and semantic cues also increase. This, in turn, facilitates the perception of speech at a complex level. The internal redundancy of the stimuli could be one of the reasons for better perception of sentences. The segmentals and the supra-segmentals could have acted as another cue for better perception of sentences.

Effect of type of stimulus on EDI

The EDI values obtained for sentences were significantly greater than those obtained for VCV stimuli at most of the aided conditions and presentation levels. The reason could be inherent fluctuations within the speech stimulus. As the duration of stimuli increases, the variations in terms of the temporal envelope also increase. This could have led to an increased EDI for sentences. Since the WDRC algorithm amplifies low-level sounds and compresses high-level ones, there is more fluctuation in gain with sentences than with VCV stimuli [2]. Hence, the EDI for sentences is higher than with VCV stimuli.

Conclusions

The results of the present study show that combined activation of the directionality and noise reduction algorithms,
along with WDRC, significantly improves SRS compared to independent activation of the algorithms – this was true at all presentation levels in our individuals with hearing impairment. Although the temporal changes induced by these algorithms are greater than when they are deactivated, the effect of other factors such as type of stimulus used, age, and compression settings tend to outweigh the effects of temporal distortion. The presentation level of speech and the length of the stimuli also affect the working of these algorithms. The above results are restricted to the age group tested in the current study; similar studies are needed in the future for different age groups and types of hearing loss.
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